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Text by Don DePalma
Call-out: There’s an explosion of speech interfaces 

for computers, smartphones, and other devices. 

None of them would pass the Turing Test, a 

classic test for determining whether a computer 

is thinking and responding as a human would. 

However, developers around the world are 

enhancing conversational user interfaces (CUIs) to 

mimic human response. Billions of people around 

the world would benefit from a human-machine 

about the people using those things. This means 

that all of this computer-equipped gear has to 

communicate with whoever is wearing it, using it, 

or affected by it. Traditionally, we tell computers 

what we want them to do via a keyboard and 

mouse, by a touchscreen, gestures, or simply 

by pressing buttons such as on/off/mute. The 

computer – in whatever device it happens to be 

embedded − responds via a screen message, by 

simply turning on, or by muting itself. Wearables 

on our bodies and the surrounding and nearby 

IoT change this. Some devices autonomously 

do what we tell them to, others provide haptic 

feedback through our fingertips or skin, and yet 

others interact through immersive Virtual Reality 

headgear and gloves. 
But there is one interface that will rule them 

all; especially as the next one or two billion 

users of computing, smartphones, and Internet 

technology come online: speech. From automated call 
centers to virtual 

assistantsOur voice and ears are the most natural interface 

for communicating not only with other people, 

but also with businesses, cars, and phones:

•   Speech recognition software (SRS) has long 

powered interactive voice response (IVR) 

systems that direct us to the appropriate 

agent when calling companies or 

government offices. Cheaper computers 

and better software led to widespread use 

of IVR as ways to optimize contact centers. 

Because IVR limits callers to pre-programmed 

dialogues, straying from an expected script 

leads to communication failures. IVR is limited 

by the operational dialogues that their owners 

devise – thus, they would fail the Turing Test 

because they “think” like a workflow, not like 

a responsive human agent in a conversation.

•   Automobiles began incorporating voice-

command devices (VCD) for in-vehicle 

communications and entertainment in the 

early 2000s. Initially, this specialized speech 

recognition software understood just a 

handful of commands to operate the radio 

and air conditioner, then added support for 

navigation systems and, over time, expanded 

to thousands of commands as they added 

queries for driving directions or finding gas 

stations. But like IVR, many in-vehicle systems 
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interface that requires no training, specialized 

hardware, or skills beyond being able to talk 

and listen. The mission: To enable conversational 

interactions with machines like those we’ve seen 

for decades in Star Trek or Star Wars.

Computers underpin the modern world, adding 

intelligence to everything from the most 

mundane household appliances to sophisticated 

power grids. The nature of computers is changing. 

Embedded in smartphones and activity trackers, 

they enable communications with others and 

monitor our movements and rest. As the cost, size, 

and complexity of computer chips continue to 

shrink, computer-powered devices will find their 

way into even more applications as the Internet of 

Things (IoT) expands to help us control, compute, 

connect, and even care for us throughout every 

aspect of our daily lives. 
What we should remember is that this expansive 

Internet of Things is not just about stuff, but also 
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communicate with whoever is wearing it, using it, 

or affected by it. Traditionally, we tell computers 

what we want them to do via a keyboard and 

mouse, by a touchscreen, gestures, or simply 

by pressing buttons such as on/off/mute. The 

computer – in whatever device it happens to be 
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Natural language processing: 

Understanding human meaning
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Text by Roland Meertens
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2.  The difference between cat and kitten is as 

big as the difference between cat and refrig-

erator: both show different values for two 

digits of your vector.

3.  Analyzing the sentiment of a sentence in this 

way is simply a matter of checking if a certain 

word is in a sentence or not. 

Introducing

embeddings

In 2013, Google research scientist Tomas Mikolov 

developed the word2vec program. Mikolov and 

his team took on the challenge of using neural 

networks. They based their research on the 

assumption that in order to know what a word 

means, you need to know the context of the 

word. 

This assumption can be interpreted in two ways: 

predict a word based on its context, or predict 

the context based on the word. 

Take a look at the following examples:

1. XXX barks XXX  

2. The dog barks XXX

The word “barks” can be used in many contexts: 

dogs bark, other animals bark, and a person can 

bark at somebody by speaking very loudly. You

really have to ask yourself: In what kind of in-

stances can there be a bark and what properties 

can a bark have? This limits the context of the 

word “barks” immensely.

The second example also leaves limited pos-

sibilities. Dogs can bark loudly, but also bark at 

somebody. You have to ask yourself: what can 

dogs do with a bark?

Word2vec can train a neural network – or artificial 

brain – in this manner. First, it generates a random 

set of numbers for each word: the embedding. 

Next, it takes two pairs of words. Given one word, 

For many decades, computer scientists have 

been trying to teach computers to under-

stand the human language. It’s a difficult task: 

Sentences that are easy to understand for us 

humans can be incredibly complex for machines. 

A major reason is that humans can see meaning 

behind words. We know how to put a word in 

context, know how to reason with it, and know 

how to use it to give it meaning and relevance. 

But computer scientists have struggled to teach 

this sort of deep understanding to a computer. 

Only recently, a new technique has emerged that 

promises unprecedented advances: embeddings. 

In this article I try to shed some light on this new 

approach in natural language processing. 

The problem with one-

hot vectors

Many computer programs work with self-learning 

algorithms: mathematical problem solvers that 

work with a “numbers in, numbers out” approach. 

For example, we might be able to predict the 

weather by applying numbers to an algorithm 

of six dimensions: temperature, air pressure, the 

amount of clouds, yesterday’s temperature, wind 

speed, length of the day. Drawing this is difficult, 

but applying learning algorithms is easy. And 

having these numbers is extremely useful, as it 

allows you to apply mathematical formulas to 

calculate the weather. 

To use self-learning algorithms in natural lan-

guage processing, we have to convert words to 

numbers. One way to represent a word is creating 

a so-called “one-hot vector”. This vector consists 

of only zeros and a single number one. To simplify 

the idea, let’s pretend we only have three words 

in our system: “machine learning rules”. The one-

hot vectors for these words would be: 

machine: [1 0 0] 

learning:  [0 1 0]

rules:  [0 0 1]

Having applied one-hot vectors, these vectors 

can now already be used in many machine-

learning algorithms! 

Unfortunately, there is a major issue with this 

representation: it is very sparse. As you can easily 

imagine, creating a more comprehensive word 

base will soon raise other problems: 

1.  You need a lot of memory to store that many 

strings of numbers for a long text.

the second word could be predicted (e.g. “dog” 

and “barks”). It takes the embedding for the first 

word and puts it through its network to predict 

what word will come next (see Figure 1). 

You now have a neural network that, given a 

word vector, predicts how likely it is that a certain 

word surrounds that word vector. For example, 

let’s say our input is “dog”: 

0.1. 0.3 -0.8 0.9 -0.3

The network now predicts the following sur-

rounding words: 

•   barks

•   jumps

•   refrigerator

If we teach the neural network that in this case 

the right answer is “barks”, the network learns that 

“jumps” and “refrigerator” were wrong. It is thus 

less likely to predict these words the next time 

it receives the same input. At the same time, the 

network also learns that “dog” is a likely value to 

surround the embedding for “barks”. This way, the 

neural network and the embedding are simulta-

neously trained.

After we have trained our network and the em-

beddings, we can use them for other tasks. This is 

like performing well on one task, then removing 

the part of the brain that performs this task, and 

replacing it by another task brain. For example, 

the “predict-word part” can be replaced by a “pre-

dict part of speech tag” brain, or a “sentiment of 

this word” brain. This is the most exciting aspect 

about neural networks: you can take a trained 

part and use it to train another part. 

Evaluating this method

By now you are probably wondering if this artifi-

cial brain is able to understand natural language. 

This, of course, depends on what we mean by 

Figure 1: Example of a word embedding using the word2vec model

Embedding:

0.1 0.3-0.8 0.9-0.3

Neutral network

(artificial brain)
Word 1

Dog

  Word 2

Barks

One-hot:

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

But there is one interface that will rule them 

all; especially as the next one or two billion 

users of computing, smartphones, and Internet 

technology come online: speech. From automated call 
centers to virtual Our voice and ears are the most natural interface 

for communicating not only with other people, 

but also with businesses, cars, and phones:

Speech recognition software (SRS) has long 

powered interactive voice response (IVR) 

systems that direct us to the appropriate 

agent when calling companies or 
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3.  Analyzing the sentiment of a sentence in this 

way is simply a matter of checking if a certain 
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developed the word2vec program. Mikolov and 

his team took on the challenge of using neural 
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assumption that in order to know what a word 
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approach in natural language processing. 
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Many computer programs work with self-learning 

algorithms: mathematical problem solvers that 

work with a “numbers in, numbers out” approach. 

For example, we might be able to predict the 

weather by applying numbers to an algorithm 

of six dimensions: temperature, air pressure, the 

amount of clouds, yesterday’s temperature, wind 

speed, length of the day. Drawing this is difficult, 

but applying learning algorithms is easy. And 

having these numbers is extremely useful, as it 

allows you to apply mathematical formulas to 

calculate the weather. 

To use self-learning algorithms in natural lan-

guage processing, we have to convert words to 

numbers. One way to represent a word is creating 

a so-called “one-hot vector”. This vector consists 

of only zeros and a single number one. To simplify 

the idea, let’s pretend we only have three words 

in our system: “machine learning rules”. The one-

hot vectors for these words would be: 

machine: [1 0 0] 
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can now already be used in many machine-
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strings of numbers for a long text.

the second word could be predicted (e.g. “dog” 

and “barks”). It takes the embedding for the first 

word and puts it through its network to predict 

what word will come next (see Figure 1). 

You now have a neural network that, given a 

word vector, predicts how likely it is that a certain 

word surrounds that word vector. For example, 

let’s say our input is “dog”: 

0.1. 0.3 -0.8 0.9 -0.3

The network now predicts the following sur-

rounding words: 

•   barks

•   jumps•   jumps•   

•   refrigerator

If we teach the neural network that in this case 

the right answer is “barks”, the network learns that 

“jumps” and “refrigerator” were wrong. It is thus 

less likely to predict these words the next time 

it receives the same input. At the same time, the 

network also learns that “dog” is a likely value to 
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beddings, we can use them for other tasks. This is 

like performing well on one task, then removing 

the part of the brain that performs this task, and 

replacing it by another task brain. For example, 

the “predict-word part” can be replaced by a “pre-

dict part of speech tag” brain, or a “sentiment of 

this word” brain. This is the most exciting aspect 

about neural networks: you can take a trained 
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Evaluating this method

By now you are probably wondering if this artifi-
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Embedding:
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Neutral network

(artificial brain)
Word 1

Dog
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One-hot:
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all; especially as the next one or two billion 

users of computing, smartphones, and Internet 

technology come online: speech. From automated call 
centers to virtual Our voice and ears are the most natural interface 

for communicating not only with other people, 

but also with businesses, cars, and phones:

Speech recognition software (SRS) has long 

powered interactive voice response (IVR) 

systems that direct us to the appropriate 

agent when calling companies or 
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Worldwide wearable device 

sales rising sharply
Market intelligence firm Gartner, Inc. 

forecasts that 310.4 million wearable 

devices will be sold worldwide in 

2017, an increase of 16.7 percent from 

2016 (see Table 1). Sales of wearable 

devices will generate revenue of $30.5 

billion in 2017. Of that, $9.3 billion will 

be from smartwatches.

In 2017, 41.5 million smartwatches will 

be sold, reaching a revenue of $17.4 

billion. They are on pace to account 

for the highest unit sales of all wear-

able device form factors from 2019 to 

2021, aside from Bluetooth headsets. 

By 2021, sales of smartwatches are 

estimated to total nearly 81 million 

units, representing 16 percent of total 

wearable device sales.Revenue from 

smartwatches is bolstered by relative-

ly stable average selling prices (ASPs) 

of Apple Watch. 
Table 1 shows the (predicted) amount 

of sales for wearable devices.

www.gartner.com

Image: ©Halfpoint/istockphoto.com

NEW RESEARCH ON 

CONTENT CREATION

Research firm Common Sense 

Advisory has released the re-

port The Winds of Content Are 

Changing. The report highlights 

the fundamental changes that 

content creation and production 

are currently undergoing and in-

cludes trends as well as sugges-

tions for optimizing appropriate-

ly within the constraints of rapid 

changes.www.commonsenseadvisory.com
NEW EBOOK: BEYOND 

DTP
SDL Knowledge Centre has pub-

lished a new eBook: Beyond DTP 

– Benefits of Structured Author-

ing guides readers through the 

process of migrating from tra-

ditional authoring and DTP to 

structured authoring. The eBook 

is available for download free of 

charge.
www.sdl.com/software-and-

services/knowledge-delivery
PLUNET 7.2Plunet has announced the latest 

version of its translation man-

agement system Plunet Busi-

nessManager. Highlights include 

improved usability, high func-

tionality and almost fully auto-

mated quote and order creation.
www.plunet.com

MEMOQ 8.2Kilgray Translation Technologies 

has released version 8.2 of its 

flagship product memoQ. New 

features and concepts include 

a new WPML filter to translate 

WordPress files, self-learning ma-

chine translation and simplified 

project package imports.www.kilgray.com

Device

2016

2017

2018

2021

Smartwatch
34.80

41.50

48.20

80.96

Head-mount-ed display 16.09

22.01

28.28

67.17

Body-worn camera 0.17

1.05

1.59

5.62

Bluetooth headset 128.50

150.00

168.00

206.00

Wristband
34.97

44.10

48.84

63.86

Sports watch
21.23

21.43

21.65

22.31

Other fitness monitor 30.12

30.28

30.97

58.73

Total

265.88
310.37

347.53
504.65

Table 1: Forecast for Wearable Devices Worldwide 2016-2018 and 2021 (Mil-

lions of Units) 

Source: Gartner (August 2017)

NEWS

Romania 4%

Poland 4%

Netherlands 4%
Isreal 6%

Denmark 6%

Great Britain 5%

Belgium 6%

USA 7%

Germany 17%

Others 31%



Reach out to professionals
from around the world

Issue Booking deadline Submission deadline Publication date

Issue 1 January 3 January 17 February 14

Issue 2 March 6 March 20 April 17

Issue 3 June 6 June 20 July 18

Issue 4 September 11 September 25 October 24

Publication dates and deadlines

Event overview 

Issue Issue 1/2017 Issue 2/2017 Issue 3/2017 Issue 4/2017

Planned circulation
(printed copies) 2,700 2,000 2,000 4,300

Covered 
events

Display
and/or
Distribution

Information Energy 
Amsterdam
(March 1 – 2)

tcworld India
Bangalore
(March 7 – 8)

Intelligent Content
Las Vegas
(Mar 20 – 22)

GALA 2018
Boston
(Mar 13 – 16)

tekom Spring Conference
Koblenz
(Apr 19 – 20)

TL Conference 
Warsaw
(Mar 23 – 24)

COM Tecnica
Bologna
(April)

MadWorld 2018
San Diego
(June 3 – 6)

Evolution of TC 2018
Sofia
(May 31 –Jun 1)

UA Reloaded
Walldorf
(Jun 13 – 14)

Content Connections
Berlin
(May 14 – 15)

tcworld China
Shanghai
(Apr 15 – 16)

Content Marketing World
Cleveland
(Sep 4 – 7)

NORDIC TechKomm
Copenhagen
(Sep)

tcworld conference
Stuttgart
(Nov 13 – 15)

Annual circulation:
over 10,500 copies

Displayed and/or distributed atall major industry events
Reaching

over 5,000 conference
participants

More than 18,000
online subscribers



Price reductions and package deals

2 % 5 %
Reduction for repetitions
Buy ads by the bundle

2 x
in 2018 > 

4 x
in 2018 > 

8 x
in 2018 and 2019 > 

Reduction for volume
Buy ads by advertising space

2 pages
in 2018 > 

4 pages
in 2018 > 

8 pages
in 2018 and 2019 > 

   

12%

15%3%

2% 5%

7%

Rates

Live Trim Prices*

1/1 page – 210 x 280 2,100 EUR

1/2 page landscape format 188 x 133 210 x 140 1,060 EUR

1/2 page portrait format 96 x 226 105 x 280 1,060 EUR

1/3 page landscape format 188 x 93 210 x 93 680 EUR

1/3 page portrait format 61 x 226 70 x 280 680 EUR

1/3 page 122 x 113 – 680 EUR

1/4 page landscape format 188 x 70 210 x 70 540 EUR

1/4 page 94 x 113 – 540 EUR

1/4 page 61 x 170 – 540 EUR

1/4 page 122 x 85 – 540 EUR

1/1 page  2nd or 3rd cover page – 210 x 280 2,500 EUR

1/1 page 4th cover page (back cover) – 210 x 280 2,770 EUR

* Please note: All prices exclude VAT.

Early-bird specials Package deals

‚technische kommunikation‘
is a German-language magazine
for technical communicators 

> Appears 6 times a year

> 10,000 copies per issue

magazine for international information management

November 2017

ISSN 1862-6386

Talk to me 
How conversation is becoming the

preferred means of interacting with our devices

Troubleshooting 

reengineered
Creating embedded flowcharts to 

automate error diagnosisCan we create 
happiness at work?

Why an enjoyable workspace is not just a 

nice-to-have

magazine for international information management

Talk to me 
How conversation is becoming the

preferred means of interacting with our devices

ausgabe 06/2016 38. jahrgang  11654ausgabe 06/2016 38. jahrgang  11654

Neurowissenschaftliche Erkenntnisse und  
technologischer Fortschritt: Benötigen wir mehr  
Kreaktivität oder mehr VR-Brillen? 
Ein Blick über den Tellerrand 12

Ins Schwarze treffen
Blogs: Welche Texte gefallen dem Leser? 25

Was Redakteure wissen
Wissensmodellierung: Wie gewinnt  
eine Anleitung an Wert? 42

Neue  
Technik – neue  
Perspektiven

www.star-group.netwww.star-group.net

connecting your 
visions, technologies

and customers

connecting your 
visions, technologies

and customers

AnzeigeIntroductory reduction 
for bookings made until 

01/10/2018

10%

Simultaneous advertising in 
tcworld magazine and  

‚technische kommunikation‘ (  ‚tk  ‘ )   ‚tk  ‘ ad + 
tcworld magazine ad

10%
on ad in

tcworld magazine



Advertising formats

Digital data: PDF,  preferred PDF X-1a.

Size: See below. For bleed advertisements please add additional 3 mm on all sides for trimming.

Image resolution:  All images are modified in 300 dpi, bitmap in 1200 dpi.

Color/Profile: 4c (CMYK) / Iso Coadet V2. 
 All black fine lines and black text in 100% K.

For special formats please contact us.

Please read our terms and conditions at http://www.tcworld.info/footer/advertise/

1/1 page

 
 

1/4 page

1/2 page

1/3 page

Live: 188 x 70

Live: 188 x 113

Live: 188 x 93

Live: 61 x 170

Live: 96 x 226

Live: 61 x 226

Live: 122 x 85

Live: 122 x 113

Trim: 210 x 280
✂

Trim: 210 x 70
✂

Trim: 210 x 140
✂

Trim: 210 x 93
✂

Live: 94 x 113

Trim: 105 x 280
✂

Trim: 70 x 280
✂

Rates and sizes

Sizes



All prices exclude VAT.

Category
selection
(price per
category)

80 EUR / month  90 EUR / month 80 EUR / month 90 EUR / month 40 EUR / month 50 EUR / month

Approx. 32,000 visitors a month

87% of the total visitors are from German-speaking countries
(Germany, Austria, Switzerland)

Format: Full-size-banner (468x60 pixels or 728x90 pixels) 

in GIF or JPG

Placement: Banner exchange program randomly

Approx. 10,500 visitors
a month

50% of the total visitors are from 

English-speaking countries
(USA, UK, India, Canada, Australia)

 The website is international
Placement: Banner exchange 

program randomly

Full-size banner
(GIF or JPEG)

for tekom
company
members

for
non-members

for tekom
company
members 

for 
non-members

for tekom
company
members 

for
non-members

small
(468x60 Pixel)

400 EUR / 
month

500 EUR / 
month

400 EUR / 
month

500 EUR / 
month

150 EUR / 
month

250 EUR / 
month

large
(728x90 Pixel)

500 EUR / 
month

600 EUR / 
month

500 EUR / 
month

600 EUR / 
month

200 EUR / 
month

300 EUR / 
month

Banner
advertisement

(WebPortal/Conference Portal/Country Organizations)

· German · English · English

Additional 
categories

· Fachartikel · Publikationen 
· Mitgliedschaft · Beruf & Bildung

· Dokupreis · intro · Tagungen
 · Dienste

· Technical articles · Publications 
· Membership

· Career & Education
 · Conferences

· e-magazine 
· Events · News 

· Services
 · Education & Training

tekom.de  tekom.eu tcworld.info
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Package deal
 
Package deal

Book a banner advertisement on 
 www.tekom.de / www.tekom.eu  and save

10%
on the banner advertisements on 

www.tcworld.info

Booking options:
Monthly banner advertisement.

In addition, you can display

your banner in selected categories.

Reduction for repetitions
Buy banners by the bundle 3 months 6 months 9 months 12 months
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Advertorial

Topics
Exhibitors can choose from the following topics:

•  TBA

The advertorial presents exhibitors with a unique opportunity to 

reveal their know-how within the selected topics. It consists of 

a short text, company logo, web address, and booth number at 

the tekom fair. It is also possible to include a small infographic or 

image. 

Key benefi ts
•    Present your organization 

- Draw our readers’ attention to what you know best

•  Gain visibility 
-  Your company logo will ensure that your company is reco-

gnized at a glance

•  Prove your excellence 

- Readers will realize your expertise and topic knowledge

•  Distinguish yourself 

-  Our special advertorials stand out boldly from other

magazine content

•  Reach out to your target audience 

- tcworld magazine’s circulation is over 4,000

What’s included
•    Publication of your half-page advertorial

in tcworld magazine, Issue 4/2018 

(publication October 24, 2018)

•  Publication in our online conference portal 

•  Editing services, layout and print reviews

Technical requirements
•  Text

- Header: 40 characters max., incl. spaces

- Sub-header: 400 characters max., incl. spaces

-  Text: 1,600 characters with infographic

or 2,000 characters without infographic,

incl. spaces

•  Graphic material
- Resolution: min. 300 dpi, size: 6 x 4 cm

- Format: JPG or TIFF

•  Company logo (vector graphics)
- Resolution: 1,200 dpi

- Format: PDF/EPS/TIFF

Price and deadlines 
Half-page advertorial: 710 EUR + VAT

Booking deadline: September 11, 2018

Submission deadline: September 17, 2018

Promote your business with an advertorial
in tcworld magazine

july 2017  

july 2017   
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use British spellings such as including the “u” in 

words like colo(u)r and neighbo(u)r, and using 

“re” to end words like theatre and centre.  
Academic documents vary. Locally educated 

students tend to use British spellings while 

others tend to use American spellings (which 

are preferred by most U.S. journals). Commer-

cial documents intended for use throughout 

the continent use American spellings. Micro-

soft Office offers a Canadian English dictionary 

for spellcheck. When in doubt, this serves as 

a helpful resource. If you have Canadian col-

leagues available to you, also check with them.  

Furthermore, some organizations use the same 

documentation in Canada that they use in the 

United States and do not localize for Canadian 

English. The primary risk in this approach is 

that the material will use American-centric 
examples or terms and this might offend some 

Canadians. As noted earlier, Canadians are 
proud of their unique identity. Most com-

panies acknowledge this by localizing their 

materials.  

the country of canada is bilingual; the prov-inces, not so muchAlthough the discussion has only focused on 

English until now, Canada is legally a bilingual 

country, formalized in the Official Languages 

Act of 1968. 
The other official language is French. France 

established the first permanent European 
colonies in Canada, and the French language 

survived the British conquest in the mid-1700s. 

(By the way, the French civil legal structure 
also survived the conquest, and forms the 

basis of the legal system in the province of 
Quebec). 

Because the country is bilingual, all federal 
government services and information must be 

offered in both official languages. However, 

each province establishes its own language 

requirements for government and services 
under their jurisdictions. So language require-

ments differ at the provincial and local levels. 

Canada only has one bilingual province: New 

Brunswick. This province offers all of its ser-
vices in English and French. Quebec, interna-

tionally known for its French culture, uses only 

French as the official language. The other prov-

inces also have one official language: English. 

tinues to shape the country. According to the 

most recent census, about one in five Canadi-

ans was born outside of the country. 
In recent decades, the largest groups of im-

migrants arrived from Asia: the Philippines, 
India, China, Iran, and Pakistan top the list. Large 

numbers of immigrants also come from South 

America and Africa. For professional communicators, this means 

that they should not assume that the Cana-
dian whom they are addressing has European 

ancestry. 

canada uses metric, not imperial measures Europeans visiting the U.S. might need a few 

moments to adjust to weather reports because 

the U.S. uses the Fahrenheit scale. Crossing the 

border into Canada also means crossing into 

more familiar measures. Canada went metric in 

the mid-1970s and the conversion is complete. 

Food is sold in kilos. Distances are calculated in 

kilometers. Beverages are sold in liters. Only real 

estate continues to be sold in square feet, but 

square meters are also used. For professional communicators, this means 

they do not convert metric measures to impe-

rial ones when preparing materials for Canadian 

users. 

canada has its own strain of english

Americans have a joke: “Who looks and sounds 

like an American but isn’t an American? “A Cana-

dian.” But to the discerning ear and eye, a few 

telltale terms give the Canadian away. canadian terminologyFor the most part, Canadians prefer American 

terms to British terms. Canadians have elevators 

like Americans, rather than British lifts. Canadi-

ans drive trucks (an Americanism) rather than 

British lorries. Canadians eat potato chips like 

Americans, not crisps like the British.  
But Canadians also have a few unique terms. 

Consider the ones in Table 1.Perhaps to confuse people, however, Canadians 

sometimes follow British conventions. This is 

especially true when referring to hospitals and 

universities. 

Americans say “She spent three days in the hospital.”
Canadians say “She spent three days in hospital” 

(no use of “the”).

Similarly, Americans tend to use the word 
“college” to refer to undergraduate studies. Ca-

nadians differentiate between colleges (which 

offer diplomas) and universities (which offer 

bachelor’s and other degrees), so those in four-

year degree programs attend “university”. canadian punctuationAn additional characteristic to note about 
Canadian English is the placement of punctua-

tion when using an end quote (“). Americans 

place the punctuation inside the quotation; 
Canadians place it outside.Example: 

American: “Wow!” Jill exclaimed. 
Canadian: “Wow”! Jill exclaimed.

canadian spellingCanadian spellings sometimes differ from 
American spellings. A Canadian editor once 

characterized the difference to me as follows:

U in the word neighbor:•   Not used in American English.
•   Definitely used in British English.
•   Optional in Canadian English. 

In practice, government documents and docu-

ments solely intended for the Canadian market 

What Americans call Canadians call
Bathroom, restroom Washroom

Electricity
Hydro

The day after 
Christmas Boxing Day

Legislative district Riding
School district

School board
Table 1: Comparison of American versus 
Canadian-isms
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The technical communicator: 

sought internationally –

but little-known 

What does a compliance manager do? And how much are technical communicators paid?

In the outside world, not much is known about tc and its many occupational profiles.

But this is set to change, with tekom and its many volunteers embarking on numerous activities

to change the awareness for this prosperous professional field.

Text by Daniela Straub

Image: © alphaspirit/123rf.com
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